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Abstract

In this paper, we propose a joint semantic preserving action attribute learning framework for action recognition from depth videos, which is built on multi-stream deep neural networks. More specifically, this paper describes the idea to explore action attributes learned from deep activations. Multiple stream deep neural networks rather than conventional hand-crafted low-level features are employed to learn the deep activations. An undirected graph is utilized to model the complex semantics among action attributes and is integrated into our proposed joint action attribute learning algorithm. Experiments on several public datasets for action recognition demonstrate that 1) the deep activations achieve the state-of-the-art discriminative performance as feature vectors and 2) the attribute learner can produce generic attributes, and thus obtains decent performance on zero-shot action recognition.
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1. Introduction

Over the past decade, many research efforts have been made towards recognizing human actions from RGB videos [1, 2, 3, 4]. Recently, with the increasing applications of RGBD cameras in surveillance and human-computer interaction, recognizing human actions using depth information becomes more attractive to the success of many intelligent systems. Compared with RGB cameras, RGBD cameras provide more geometric information such as human body size, shape and position, which is significantly important for action recognition. However, most of the existing depth-based action recognition methods concentrate on designing various low-level features from different information channels such as 1D skeleton joints [5, 6, 7], 2D Depth Motion Map (DMM) [8], and 3D spatial-temporal volume [9, 10, 11, 12, 13]. The feature extracted from each channel is usually well designed and tuned independently for a specific framework.

However, for human recognition processes, information received from multiple receptors would activate some corresponding specific neurons, which further enable high-level neuron activations to accomplish the abstract recognition task (e.g., face recognition) [14]. Inspired by this observation, we propose a uniform deep feature learning architecture, which can automatically learn homogeneous features from heterogeneous channels. These learned features are named as Deep Activations, since each feature element acts like a neuron that can be activated to capture some properties of the learning. Leveraging this deep learning network, our system is able to treat each information channel identically. In other words, only the Deep Activations are visible to the high-level learners such as the attributes proposed shortly. As a result, deep learning models have been successfully applied to large-scale visual recognition tasks using multiple layers of convolution filters [15, 16, 17]. Compared with conventional hand-designed features, deep-learned features are advantageous not only because they need much less effort and domain knowledge to become more generic to different modalities, but also because of their potential to automatically learn an organized hierarchy of semantic features [18].

Although the deep learning network has been very successful in visual recognition, the deep features are usually treated as mid-level features [19], and function like signal filters, which affect the recognition performance and limit their applications. Therefore, inspired by [20], instead of directly mapping deep features onto action labels, a set of pre-defined action attributes serves as mid-level representations. These attributes can boost recognition and enable new applications such as zero-shot learning. As human bodies/joints are easier to track than open
source videos in [20], we found that action attributes are more appropriate for describing actions in depth videos. To our knowledge, our work is the first attempt to leverage “attributes” to recognize actions from depth videos.

Including [20], most existing attribute learning approaches tend to learn the attribute detectors independently. As a result, some detectors may learn the properties that do not belong yet correlate to the attribute of interest. In other words, they do not “learn the right thing” [21]. For example, the attribute detector “arm motion” may learn patterns related to “torso up-down motion” in action “jogging” because of their co-occurrence. We believe the semantic/geometric relationships among the attributes can serve as constrains during the attribute learning, and eventually enable the detectors to learn the exact human motions and postures. Therefore, this paper introduces a joint attribute learning framework which leverages the relationships among attributes represented by a graph, as shown in Figure 1. The proposed algorithm utilizes a relationship affinity graph in the optimization of attribute detector learning processes. It tends to decorrelate attributes that are
semantically distant, while enhance correlation of neighboring attribute detectors.

In object attribute learning, Jayaraman et al. [21] propose to use “groups” to define the relationships among object attributes. However, since object attributes are much more fine-grained than action attributes (e.g., “furry” and “brown”), they can be organized into “groups” such as “color”, “shape” and “texture”, but it is not helpful to coarsely group action attributes based on human bodies such as “arm”, “head”, “torso”, etc. For instance (see Figure 1), the action attribute “arm below torso” is related to “arm above head” as both describe positions of upper limbs, but it is also related to “torso motion” because both are related to the body part “torso”. Therefore, we argue that an undirected relation graph is better to capture the semantic/geometric relationships among action attributes compared to “groups”. Actually, to some extent, the relation graph also groups attributes if they are close on the graph. But it captures more complex relationship beyond the “groups”. Our experiments further verify that attribute detectors trained with the proposed graph perform much better than detectors trained with “groups”.

In summary, as illustrated in Figure 2, our system takes the heterogeneous visual information received from the 1D, 2D and 3D channels as inputs, and then leverage the deep neural networks to automatically learn the homogeneous deep activations. Building on the deep activation, our system further jointly learns the attribute detectors by leveraging graph-based constraints. These attributes enable zero-shot learning and further boost the action recognition.

**Our Contributions:** 1) we propose a uniform framework to learn homogeneous deep activations from the heterogeneous information sources. It is superior to most previous work on recognizing human actions from depth videos, which heavily relies on hand-designed low-level features. 2) Our system jointly learns attribute detectors by incorporating the attribute relation graph as constraints, which de-correlates some attributes, and as a result enables the detectors to “learn the right thing”. The relation graph pre-defines the semantic/geometric relationships among action attributes, which is superior to “groups” based constraints for action recognition. In this paper, we are focusing on how to regularize attribute learning parameters via pre-defined graph. To the best of our knowledge, this paper is the first to leverage deep learning features to jointly learn action attribute detectors constrained on the relation graph to de-correlate attributes for action recognition from depth videos. The proposed algorithm are evaluated on three benchmarked datasets, and experimental results demonstrate the effectiveness of the proposed framework by achieving the state-of-the-art performances on both attribute detection and zero-shot action recognition.
Figure 2: Overview of the proposed deep activation-based action attribute learning modeling. (a), (b) and (c) Multiple Convolutional Neural Networks are trained on different dimensional representations of the given depth videos such as 1D skeleton joint coordinates, 2D depth motion maps and 3D video volumes. The CNNs are trained in a supervised manner where action labels are used. (d) The second-last layer neuron activations from multiple CNNs are collected as Deep Activations. (e) and (f) Semantic preserving joint attribute learning algorithm is proposed by leveraging the prior knowledge of relations among attributes.

2. Related Work

Action Recognition from Depth Sequences: Action recognition from depth videos can be roughly categorized into two groups, depth map-based methods [22, 11, 10], and joint based methods [5, 7, 6, 23] which are based on a skeleton joint estimator (e.g. [24]). In depth map-based methods, Li et al. [22] sample the silhouette points from three 2D planes that are orthogonal projections from a 3D point cloud, and then use a bag of 3D points together with action graph [25] to infer class labels. Some researchers have developed 3D or 4D local patterns such as 4D-normals [11], occupancy patterns [9, 10], and cuboid features [26]. As an instance for joint-based methods, Xia et al. [5] directly use 3D joint locations to recognize actions by a Hidden Markov Model on posture words.

Deep Learning for Action Recognition: Deep Convolutional Neural Network (CNN) has been applied in video classification [27] and action recognition
In [28], learned spatio-temporal features from video sequences using independent subspace analysis achieve the state-of-the-art performances on several benchmark datasets. Combined with the exploration by Zeiler et al. [18], the deep-learned features demonstrate desirable properties such as increasing invariance and class discrimination with ascending layers. Inspired by the above progress, our proposed framework leverages the advantageous properties of deep-learned features (i.e. deep activations) and mines high-level semantic concepts (action attributes). In recent years, sequential input networks (RNN) have also played an essential role in action recognition. In [29], human-tracking problem and group recognition problem are jointly tackled by a two-staged framework composed of two LSTM modules: one for person-level action recognition and the other for group level dynamics. In [30], LSTMs are applied on different body joint groups to perform skeleton-based action recognition. In addition to learning representation, deep networks are also used in learning view point transfer function [31] for action recognition from novel viewpoints. Besides, deep autodecoders are also employed in feature fusion [32]. In [33], multi-stream deep network architecture is also employed to learn action descriptors from trajectory-based raw features.

**Attribute Learning:** Attributes serve as high-level semantic features for visual recognition tasks [34, 35]. As studied by Liu et al. [20], action attributes are useful for zero-shot action recognition. Deep learning based attribute classification [36] shows promising results in human attribute classification. The relationships among attributes are often ignored in attribute learning, which may result in learning the correlated yet wrong properties. In [21], the authors propose to decorrelate the attributes by grouping object attributes into disjoint groups to eliminate the ambiguity. However, simply grouping attributes is inadequate to model the complexity of action attributes. Therefore, an undirected graph is integrated into the joint attribute learning framework to preserve the complex action semantics.

### 3. Architecture of Learning Deep Activations

This section elaborates the architecture of each deep CNN in our multi-stream deep neural network framework. An overview of three types of CNN architectures is illustrated in Figure 3. Note that the numbers of dimensions in this figure are trained on the MSR Action3D dataset [22]. For different datasets, these numbers
may vary\(^2\).

**1D Representation:** In the 1D-Temporal-CNN model, the input is a 1D sequence where the dimension is the frame number of the depth video. Each element in the sequence represents the skeleton joints in the corresponding depth frame. Each coordinate of a skeleton joint is compared with 1) its two counterparts in the previous and initial frames and 2) the anchor joint in the current frame and the coordinate offsets are used for representation. Thus the dimension of each joint is 6 and for each skeleton is 120 (20 joints). An abstract feature extraction layer is composed by one temporal convolution layer and one max-pooling layer. Three abstract layers and an additional 3-layer multilayer perceptron (MLP) are added. The deep activation layer here denotes the second layer in the MLP, which is composed by abstract features learned from input and supervised by its action label.

**2D Representation:** To capture the spatial energy distribution of an action, Depth Motion Map (DMM) \([8]\) is employed for each depth sequence as the 2D representation. The input of 2D-spatial-CNN is a \(128 \times 128\) depth motion map that characterizes the spatial movement during the whole action. Then 4 abstraction layers are employed before the MLP.

**3D Representation:** In many deep learning-based action recognition algorithms \([28, 27]\), the spatial-temporal video volumes, *per se*, can also be a representation. In our work, the depth spatial-temporal 3D volume itself is used as the 3D representation. The input of 3D-Volumetric-CNN is a \(128 \times 128 \times T\) (\(T = 39\) in Figure 3) tensor which is the normalized video volume itself. The filters are also 3D-tensors which are applied on the spatial-temporal subvolumes of the depth video to extract features. More implementation details for 1D, 2D and 3D representations can be found in the appendices. In this work, each CNN is trained individually in a supervised manner. By collecting deep activations learned from multiple representations, the deep activations are desired to be discriminative from different aspects. Another benefit of using multiple representations is that it can alleviate the demand of a vast amount of training data for deep CNNs \([36]\).

We also apply drop-out layers after each of the convolution layers in all CNN models to avoid feature co-adaptation. The idea of drop-out is proposed by Hinton *et al.* \([37]\), to randomly zero a fraction of the neuron units during training processes. The drop-out layers can effectively avoid the overfitting caused by

\(^2\)The actual numbers of dimensions shown in the figure may vary in different datasets. Here the numbers are of our models trained on MSR Action3D dataset \([22]\)
complex co-adaptations, where feature detectors are only helpful with a certain internal context. CNNs with random drop-out layers show improvements on speech and object recognition benchmarks, and better generalization without using very large training data. All the CNN layers in our network are trained starting from random initial values in a supervised manner by a classification loss against action labels. Different with the framework in [36], which directly learns CNNs on attribute labels, the CNNs of our framework are trained to learn action discriminative deep activations without the involvement of action attributes. The main reasons are two-fold. On one hand, training CNNs directly on action labels can ensure the learned activations are action discriminative. On the other hand, semantic relations between attributes are difficult to be directly embedded into a CNN. More favored structure must be designed to learn action attributes. The deep activations are the activations in the middle layer of MLP in each CNN. We collect all deep activations together as the final output of the multi-stream deep CNNs for each depth video sequence. For instance, as illustrated in Figure 3, the final output of the tri-stream model is a $200 + 1024 + 1024 = 2248$ dimensional activation vector.
4. Semantic Preserving Multi-task Action Attribute Learning

This section firstly discusses the characteristics of relations among action attributes and the similarity/difference with object attributes. Then the formulation of the joint semantic preserving action attribute learning problem together with an efficient solution will be introduced.

4.1. Semantic Relations among Action Attributes

Attribute learning is a popular topic in object recognition and face recognition [35, 34, 38]. While modeling co-occurrence between attributes is helpful in object recognition, attribute learning with de-correlating attribute pairs can prevent excessive biasing the likelihood function on the training set [21]. In action recognition, the benefits of using action attributes have also been initially explored in recent years [20]. However, as most of previous methods in object attribute recognition, action attributes are often learned independently without considering the relations among action attributes. In this paper, we resolve this problem by embedding the relationships among action attributes into a joint multi-task attribute learning formulation.

As object attributes are often fine-grained and have simple semantic relations, simple grouping is often enough to capture the essential information. However, action attributes have more complicated semantic relationships than object attributes, thus need a more suitable structure. Human action attributes often involve one or more body parts, therefore a natural connection would be built on the body parts that the attributes involve. For example, as illustrated in Figure 1, the attribute “arm below torso” is related to body parts “torso” and “arm”, so it is related to attributes “torso motion” and “arm motion”. In addition, since “arm below torso” is an attribute describing “the position of upper limbs”, it is related to other attributes of the same topic, such as “hand above head”. In this work, the relationships among attributes are represented by an undirected graph. An example of such graph is provided in Figure 1 and more detailed semantic graphs can be found in the appendices.

4.2. Joint Attribute Learning

As suggested in [20], we pre-define a number of attributes as well as their correspondences between each action class. The protocol to label these attributes is based on motions and relative positions of body parts. Therefore from the ground-truth action class labels, we infer the attribute labels for each training sample by
its action label. 1 is used to indicate that the attribute is “active” and −1 otherwise. In the following, the formulation the joint attribute learning problem as a multi-task learning problem is proposed.

**Formulation:** Suppose there is a set of training samples $X \in \mathbb{R}^{M \times N}$ and corresponding attribute labels $Y \in \{-1, 1\}^{K \times N}$, where each column $X_{i\in[1,N]}$ of $X$ is a learned deep activation and each column $Y_i$ in $Y$ is $X_i$’s attribute label. $M$ is the deep activation dimension, $N$ and $K$ are the numbers of training samples and number of defined attributes, respectively. The objective is to learn a matrix $W \in \mathbb{R}^{M \times K}$. Each column $W_{k\in[1,K]}$ in $W$ is the parameter of the corresponding attribute predictor where $W^T_k X_i = Y^k_i$.

Therefore, learning the optimal $W$ is to minimize the following problem:

$$W^* = \arg\min_W L(X, Y, W) + O(W),$$

where $L(X, Y, W)$ is the empirical loss function of predicting attribute labels. In this work, we use $\|W^T X - Y\|_F^2$ as our loss. And $O(W)$ is a regularization term on $W$ to pursue some prior structures such as sparsity.

What are the desired properties of $W$? Since deep activation vector is discriminative on action labels and each one has the potential to describe a semantic concept, so an attribute should have sparse response to the deep activation vector. As suggested by [21] and [39], the group sparsity enforced by $l_{2,1}$ norm plays an important role in feature selection. Secondly, to preserve the semantic relationships among attributes, the attributes that are semantically close should share features while distant ones should compete for features. We advocate this property by using the graph Laplacian of a predefined attribute graph.

By putting all the concerns aforementioned together, the problem of semantic preserving joint attribute learning can be formulated in the following shape:

$$W^* = \arg\min_W \|W^T X - Y\|_F^2 + \lambda \|W\|_{2,1} + \beta \text{tr}(WLW^T),$$

where $\lambda$ and $\beta$ are the weights for the row-sparsity and semantic preserving regularizers, respectively. The first term is the empirical loss for predicting attribute labels. The second term introduces row-sparsity to the learned weight matrix, which avoids overfitting and includes feature-selection. The third term models the relationships among attribute weight vectors based on the graph.

**Optimization:** To efficiently and effectively solve the problem in Eq. (2), two auxiliary variables are introduced to make the problem separable, which give
the following program:

$$\min_{W,P,Q} \|P^T X - Y\|_F^2 + \lambda \|Q\|_{2,1} + \beta \text{tr}(WLW^T)$$

s.t. \( W = P, \quad W = Q. \) \hspace{1cm} (3)

The program in Eq. (3) can be solved in an unconstrained form by the dual ascent method. To bring robustness to the dual ascent method, we use Augmented Lagrangian methods (ALM) to generate the augmented Lagrangian for Eq. (3):

$$L_\rho(X,Y,W,P,Q) = \|P^T X - Y\|_F^2 + \lambda \|Q\|_{2,1} + \beta \text{tr}(WLW^T) + \langle Z_1, P - W \rangle + \frac{\rho}{2} \|P - W\|_F^2 + \langle Z_2, Q - W \rangle + \frac{\rho}{2} \|Q - W\|_F^2,$$ \hspace{1cm} (4)

where \( Z_1 \) and \( Z_2 \) are Lagrangian multipliers associated with the two constraints in Eq. (3), and \( \rho \) is a positive penalty. Since the program in Eq. (4) is separable, we can apply the *alternating direction method of multipliers* (ADMM) [40] strategy. The solutions of the sub-problems based on ADMM are shown as follows:

**W sub-problem:** With unrelated terms discarded, this sub-problem becomes a classic least squares problem and the optimal \( W^{(t+1)} \) can be calculated easily by:

$$W^{(t+1)} = \arg\min_W L_\rho(W, P^{(t)}, Q^{(t)})$$

$$= \arg\min_W \beta \text{tr}(WLW^T) + \frac{\rho}{2} \|P^{(t)} - W + u_1^{(t)}\|_F^2$$

$$+ \frac{\rho}{2} \|Q^{(t)} - W + u_2^{(t)}\|_F^2$$

$$= \rho(P^{(t)} + Q^{(t)} + u_1^{(t)} + u_2^{(t)})(2\beta L + 2\rho I)^{-1},$$ \hspace{1cm} (5)

where \( u_1^{(t)} = (1/\rho)Z_1^{(t)} \) and \( u_2^{(t)} = (1/\rho)Z_2^{(t)} \) are scaled dual variables which make the representation more compact by combining linear and quadratic terms. Note that the matrix inverse \((2\beta L + 2\rho I)^{-1}\) only needs to be computed once.

**P sub-problem:** Similar to the W sub-problem, the P sub-problem is also a
Figure 4: Illustration of the effect of Algorithm 1 on a synthetic dataset with 5 attributes (the top row) and MSR Action dataset with 30 attributes (the bottom row). (a-d) and (f-i) are learned weights for sampled iterations. Columns correspond to attributes and rows correspond to features or deep activations. Warmer colors indicate higher absolute values in weight matrix, the more the attribute relies on the feature. (e) The underlying semantic graph of the synthetic dataset. (j) The result generated without graph involved for comparison. (k) and (l) show two examples of graph-guided effects, please see text for details.

classic least squares problem:

\[ P^{(t+1)} = \arg\min_P \mathcal{L}_\rho(X, Y, W^{(t+1)}, P, Q^{(l)}) \]
\[ = \arg\min_P \|P^T X - Y\|_F^2 \]
\[ + \frac{\rho}{2} \|P - W^{(t+1)} + u_1^{(l)}\|_F^2 \]
\[ = (2X^T X + \rho I)^{-1}[2X^T Y + \rho(W^{(t+1)} - u_1^{(l)})]. \] (6)

Please note that the terms \((2X^T X + \rho I)^{-1}\) and \(2X^T Y\) also need to be computed only once.

**Q sub-problem:** The closed form solution of \(Q^{(l+1)}\) can be obtained by:

\[ Q^{(l+1)} = \arg\min_Q \mathcal{L}_\rho(W^{(t+1)}, P^{(t+1)}, Q) \]
\[ = \arg\min_Q \lambda\|Q\|_{2,1} + \frac{\rho}{2}\|Q - W^{(t+1)} + u_2^{(l)}\|_F^2 \]
\[ = S_\lambda^{2,1}(W^{(t+1)} - u_2^{(l)}), \] (7)
where $S_{>0}^{2,1}(\cdot)$ represents the shrinkage operator [41].

In addition, the two scaled dual variables $u_1$ and $u_2$ need to be updated using corresponding residuals:

$$
\begin{align*}
    u_1^{(t+1)} &= u_1^{(t)} + P^{(t+1)} - W^{(t+1)} \\
    u_2^{(t+1)} &= u_2^{(t)} + Q^{(t+1)} - W^{(t+1)}.
\end{align*}
$$

(8)

For clarity, we summarize the optimization procedure of the deep activation-based attribute learning algorithm (DAAL) in Algorithm 1. The algorithm terminates when $\left( \|P^{(t)} - W^{(t)}\|_F + \|Q^{(t)} - W^{(t)}\|_F \right) \leq \delta \left( \|P^{(0)} - W^{(0)}\|_F + \|Q^{(0)} - W^{(0)}\|_F \right)$ where $\delta = 10^{-5}$, or when the predefined maximal number of iterations is reached.

**Algorithm 1: DAAL**

**Input:** Deep Activation Matrix $X$, Attribute Ground-truth $Y$

**Initialization:** Randomly initialize $W^{(0)}, P^{(0)}, Q^{(0)}$, Set $u_1^{(0)}$ and $u_2^{(0)}$ to be zero matrices. $\rho = 1.5, t = 0$

**while** not converge **do**

update $W^{(t+1)}$ via Eq. (5)

update $P^{(t+1)}$ via Eq. (6)

update $Q^{(t+1)}$ via Eq. (7)

update $u_1^{(t+1)}, u_2^{(t+1)}$ via Eq. (8)

$t = t + 1$

**end**

**Output:** Optimal solution $W^* = W^{(t)}$

5. Experimental Results

**Effectiveness of the Algorithm:** To better understand our joint attribute action attribute learning process, a simulation is conducted on five attributes with 1000 features. The semantic relationships among these attributes are shown in Figure 4 (e). One can consider the attributes to be {1: “arm-upward motion”, 2: “arm-downward motion”, 3: “arm-motion”, 4: “arm below torso”, 5: “leg motion”}. Learned weights for sample iterations are shown in Figure 4 (a) to (d), from which we can observe that the semantic relationship among attributes are more obvious with more iterations, note that warmer colors indicate higher absolute weights and each column corresponds to the weight vector for an attribute.
In (d), attribute “1”, “2” and “3” share many features, “3” and “4” share some features and “5” barely shares features with other attributes.

In addition, a similar experiment is conducted on a real dataset, MSR Action Dataset [22]. 284 samples are used with 2248 deep activations and the activation-attribute map is visualized for sampled iterations in Figure 4 (f) to (i). In (k), we show the learned pattern showing that “arm in-front-of torso” and “arm above head” tend to share features with arm-related motions while (l) “arm below torso” tends to share features with torso related motions. For comparison, the weights learned on the same set of features without graph involved are illustrated in (j).

### 5.1. Experiment Setup and Datasets

**Datasets:** There are three datasets for depth based action recognition used in the experiments, including the MSR Action 3D dataset [22] (MRA), the UTA Action 3D dataset [26] (UTA) and the MSR Action Pairs dataset [11] (MRP). The MRA dataset contains 20 gaming actions, such as “two arms waving” and “golf swing”. Each action is performed by 10 different subjects and the subjects perform each action 2 to 3 times in the same location. The UTA dataset contains 10 actions which cover movements of hands, arms, legs and upper torso. Each action is performed by 10 different persons. The MRP dataset contains 6 pairs of actions that each pair of actions has opposite temporal orders, such as “push chairs” and “pulling chairs”. Different from the MRA dataset, UTA and MRP allow the subjects moving around while performing actions. We define 30 action attributes for MRA, 19 for UTA and 16 for MRP, where they share some common attributes such as “arm-motion”, etc.

**Deep Activations:** For the MRA and MRP datasets, since the skeleton joint locations are available, we apply all three streams of deep CNNs as illustrated in Figure 3. For the UTA dataset, only the DMM-based 2D CNN and the video-volume-based 3D CNN streams are applied because the skeleton joints are not available. For the MRP and UTA datasets, since the temporal order plays an

---

### Table 1: Attribute detection scores (mean average precision) and zero-shot action recognition rates on three benchmark datasets, higher is better.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Datasets</th>
<th>Attribute detection scores (MAP)</th>
<th>Zero-shot learning (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRA</td>
<td>UTA</td>
<td>MRP</td>
</tr>
<tr>
<td>Methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>no-regularize</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lasso</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all-sharing [39]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>group-lasso [21]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>proposed</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
important role and the 2D representations is temporal order invariant, multiple CNNs are trained for 2D representations following the idea of temporal pyramid. For thorough lists of action attributes, their relationships, and CNNs used in each dataset, please refer to the appendices.

**Baselines:** For attribute detection and zero-shot learning, the proposed method is compared to four related baselines. All empirical loss functions are same as in Eq. (2) for uniformity. The four baselines include (1) “non-regularize”: is single-task learning using least-squares loss without any regularization term. (2)“lasso” is $l_1$-regularized. (3)“all-sharing” is a multi-task learning method with $l_{2,1}$-regularized. (4) “group-lasso” is using the same regularize terms as in [21]. We set the default parameter values of $\lambda$ and $\beta$ for each baseline (if existed) to 1.

### 5.2. Attribute Detection and Zero-shot Action Recognition

This section shows the evaluation of the proposed joint attribute learning method on all three datasets with two tasks: 1) attribute detection and 2) zero-shot action recognition using only the learned attributes. For the first task, we employ two splitting ways for training and testing sets: 1) “Seen”: this is the same as the “cross-subject” splitting protocols as in [9], [26] and [11], where half of the subjects are used for training and the remaining half for testing. All action classes appear during training. 2) “Unseen”: the protocol introduced in [20] as “leave-two-out” scheme, where all combinations of action classes are considered. Since some combinations may contain attributes that do not appear in the training set, we leave these combinations out and keep the rest. For the MRA dataset, there are total of 104 combinations which fulfill this condition. For the UTA dataset, there are 20 such combinations and for the MRP dataset there are 64 combinations. Since the training on the 3D volumetric deep CNNs is time-consuming, we only train CNNs for each combination using 2D spatial and 1D spatial models for “Unseen” tasks, if available.

Table 1 shows the action attribute detection results in terms of mean average precisions (MAP) and zero-shot action recognition in terms of recognition rates. Our method outperforms other baselines in most tests. The poor results obtained by “no-regularize” indicate that the training process is easy to overfit. We observe that “group-lasso” performs stably during all tests while “all-sharing” and “lasso” do not always perform well, which suggest that solely pursuing sparsity may result in biased attribute estimations. Preserving the semantics in attributes is beneficial for attribute detection. In most cases, our method significantly outperforms “group lasso” which is proposed in [21]. This is because our method is more suitable in modeling relationships among action attributes. The right panel of Table 1 lists
Figure 5: The average accuracies of zero-shot action recognition test on the MRP dataset using deep activations based on 1D, 2D and both representations.

the zero-shot learning action recognition results. Our method generalizes well in all datasets when dealing with zero-shot action learning, which demonstrates that our method learns better and more discriminative attribute vectors. By comparing attribute learning results and zero-shot learning results, we notice that higher MAP scores in attribute detection may not necessarily lead to better classification results in zero-shot action recognition, especially when they are very close.

Figure 5 shows the class-wise average accuracies comparison of using deep activations learned from 1D, 2D, and 1D+2D CNNs. We observe that deep activations learned from multi-stream CNNs perform better than single streams. It is interesting to observe that 2D model performs better than 1D model except for action pair “lift up box” and “place down box”, since this pair of actions involves drastic motion “bent”, which is easy for joint-based models.

5.3. DAAL Boosting Action Recognition

In this section, we compare the action recognition accuracies with some state-of-the-art methods. The results for three datasets are shown in Tables 2, 3, and 4, respectively. In all experiments, the same protocols used in [9], [26] and [11] are followed, where half of the subjects are used for training and the other half of subjects for testing. We evaluate deep activations, learned action attributes and their combination.

From Tables 2, 3, and 4, we can observe that the deep activation vectors are very discriminative, which demonstrate the effectiveness of our multi-stream deep architectures. Compared to previous features, the learned attributes are very compact (only 16~30 dimensions) and discriminative in action labels. By combining the learned activations and attributes together, our proposed framework achieves
Table 2: Comparison of action recognition rate on MSR Action 3D with other methods using the protocol in [9].

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag of 3D points [22]</td>
<td>74.70%</td>
</tr>
<tr>
<td>HOJ3D [5]</td>
<td>79.00%</td>
</tr>
<tr>
<td>STOP [13]</td>
<td>84.80%</td>
</tr>
<tr>
<td>ROP [10]</td>
<td>86.50%</td>
</tr>
<tr>
<td>Actionlet [9]</td>
<td>88.20%</td>
</tr>
<tr>
<td>HON4D [11]</td>
<td>88.89%</td>
</tr>
<tr>
<td>DSTIP [26]</td>
<td>89.30%</td>
</tr>
<tr>
<td>Pose Set [23]</td>
<td>90.00%</td>
</tr>
<tr>
<td>SNV [12]</td>
<td>91.64%</td>
</tr>
<tr>
<td>Moving Pose [6]</td>
<td>91.70%</td>
</tr>
<tr>
<td>deep act. (Ours)</td>
<td><strong>92.30%</strong></td>
</tr>
<tr>
<td>attr. (Ours)</td>
<td><strong>87.18%</strong></td>
</tr>
<tr>
<td>deep act. + attr. (Ours)</td>
<td><strong>93.40%</strong></td>
</tr>
</tbody>
</table>

Table 3: Comparison of action recognition rate on UTA Action 3D dataset with other methods using the protocol in [26].

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posture Word[26]</td>
<td>79.57%</td>
</tr>
<tr>
<td>DSTIP [26]</td>
<td>85.80%</td>
</tr>
<tr>
<td>deep act. (Ours)</td>
<td><strong>86.87%</strong></td>
</tr>
<tr>
<td>attr. (Ours)</td>
<td><strong>78.79%</strong></td>
</tr>
<tr>
<td>deep act. + attr. (Ours)</td>
<td><strong>87.88%</strong></td>
</tr>
</tbody>
</table>

the best performances on all three datasets, because the attributes transfer knowledge from other classes to further complete the information for action classification.

5.4. Evidence of Learning the Right Things

In this section, we conduct an experiment to show what the attribute learner learned from deep activations. For visualization purpose, only 2D representations are used in this experiment. Given a 2D representation, we use a patch with random values to occlude it and use pre-trained deep CNN to generate the deep activation vector. Then the learned attribute classifier is employed to generate an attribute vector. By comparing the generated attribute vector with the ground-truth attribute vector, we propagate the deviation to the locations where the patch is. By
Table 4: Comparison of action recognition rate on MSR Action Pairs dataset with other methods using the protocol in [11].

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skeleton + LOP [9]</td>
<td>63.33%</td>
</tr>
<tr>
<td>[9] + Pyramid</td>
<td>82.22%</td>
</tr>
<tr>
<td>HON4D[11]</td>
<td>97.67%</td>
</tr>
<tr>
<td>SNV [12]</td>
<td>98.89%</td>
</tr>
<tr>
<td>deep act. (Ours)</td>
<td>98.89%</td>
</tr>
<tr>
<td>attr. (Ours)</td>
<td>87.22%</td>
</tr>
<tr>
<td>deep act. + attr. (Ours)</td>
<td>99.44%</td>
</tr>
</tbody>
</table>

densely sampling multi-scale occlusion patches, we can accumulate an error map, which implies the responsible region of every attribute. Some results are shown in Figure 6. By comparing results generated by “group lasso” (top) and ours, our method locates more accurately for regions responsible for a specific action attribute than “group lasso”. For example, in action “hand clapping”, the attribute detector for “arm-motion” in “group-lasso” concentrates on the lower-body and ours covers more on the hand area. This experiment further demonstrates that our proposed method is more suitable for feature selection in action attribute learning and it can locate the right part for a specific attribute.

6. Conclusion

In this paper, a novel joint action attribute learning algorithm for depth videos is discussed. A multi-stream deep neural networks based attribute learning framework is proposed. To model complex semantics in action attributes, a pre-defined undirected graph is integrated in the formulation of attribute learning. Extensive experiments demonstrate that the proposed method is effective in learning action attributes for depth videos. Experiment results based on our method outperform existing state-of-the-art methods in action attribute detection, zero-shot action recognition and conventional action recognition. Our future work will focus on exploring the dynamic semantic organization methods for attributes and novel attribute discovery from deep activations.
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**Appendices**

**A.1 Depth Video Representations and CNN Configurations**

This section provides additional details for Sections 3 and 4 in the paper.

**1D Representation:** Although “1D representation” actually uses a 2D matrix of dimension $120 \times T$ for storage, we name it “1D representation” because we treat each $120 \times 1$ vector as an element in the time sequence and apply 1D temporal convolution on that sequence in CNN. For a given skeleton joint sequence $\{K_1, K_2, \ldots, K_T\}$, where $T$ is the temporal dimension of the sequence, each skeleton comprises of 20 skeleton joints, such as “head”, “chest”, “left shoulder”, etc. For the $i^{th}$ joint in the $t^{th}$ skeleton, there are two coordinates in the image coordinate system: $K^x_{t, i}$ and $K^y_{t, i}$. Each joint is mapped to a 6-dimensional space as following:

$$
K^\text{motion}_{t, i} = (K^x_{t, i} - K^x_{t-1, i}, K^y_{t, i} - K^y_{t-1, i}),
$$

$$
K^\text{offset}_{t, i} = (K^x_{t, i} - K^x_{1, i}, K^y_{t, i} - K^y_{1, i}),
$$

$$
K^\text{structure}_{t, i} = (K^x_{t, i} - K^x_{t, \text{chest}}, K^y_{t, i} - K^y_{t, \text{chest}}),
$$

(9)

where $K^\text{motion}_{t, i}$, $K^\text{offset}_{t, i}$ and $K^\text{structure}_{t, i}$ model the motion (translation of a specific joint for two consecutive skeletons), offset (translation compared with its counterpart in the initial skeleton), and structure (translation compared to the anchor joint, i.e., chest, in current skeleton) information, respectively.

Since the lengths of videos for different datasets are different, we use $T = 39$ for the MSR Action 3D dataset [22] and $T = 20$ for the MSR Action Pairs dataset [11]. Since the UTA Action 3D dataset [26] has no skeleton joint information, we do not use 1D representation for this dataset.

**2D Representation:** As described in Section 3 in the paper, we employ Depth Motion Maps (DMM) [8] for 2D representations. The DMM is computed for each depth sequence and then normalized to the resolution at $128 \times 128$. Since in
the UTA Action 3D dataset and the MSR Action Pairs dataset, some action pairs are composed of two opposite actions in temporal orders (e.g., “pull, push”, “sit-down, stand-up”), we employ the idea of temporal pyramid to generate additional 2D representations as illustrated in Figure 7.

In Figure 7, we show an example of the action pair “pull” and “push” from the UTA Action 3D dataset, performed by the same subject. Level 1 representations (where DMMs are computed from whole videos) show almost no difference between these actions. While level 2 representations (where the first DMM is computed from the first half of the video and the second from the rest half) show the temporal order as “reaching out the arm” in action “push” and “drawing back the arm” in action “pull”.

In our work, if temporal pyramid is applied, the temporal grids are sampled evenly without overlapping. Each level generates a separate 2D representation which is rescaled to $128 \times 128$. For example, if the depth videos from a dataset use three levels of 2D representations as well as 1D and 3D representations, total of five representations are generated and each of them is fed into a CNN individually.

**3D Representation:** As described in Section 3 in the paper, the 3D representations are the depth video volumes which resolutions are normalized to
The value of $T$ in each dataset is consistent with the value in the 1D representations for MSR Action 3D dataset and MSR Action Pairs dataset. For UTA Action 3D dataset, we set $T = 20$.

**Learning parameters** For all three representations, we used the same set of hyper-parameters, *i.e.*, learning rate $= 1e^{-4}$; training stops at iteration 100K or training accuracy increases for 5K steps, whichever is earliest; dropout is applied as show in Figure 2.

In Table 5, we list the detailed information of CNN applied in each dataset for each task and the final dimensions of deep activation vectors. Temporal pyramid organizations are only applied for 2D representations. If a particular task uses temporal pyramid, the levels are also listed. “Level 1” indicates the whole video sequence, “level 2” indicates the video is segmented to two even and non-overlapping segments, and so on.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Task</th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
<th>Pyramid</th>
<th>Level(s)</th>
<th>Deep Act. Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRA</td>
<td>Seen</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>N/A</td>
<td>2248</td>
</tr>
<tr>
<td></td>
<td>Unseen</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
<td>N/A</td>
<td>1224</td>
</tr>
<tr>
<td>UTA</td>
<td>Seen</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>1,2</td>
<td>3072</td>
</tr>
<tr>
<td></td>
<td>Unseen</td>
<td>✗</td>
<td>✔️</td>
<td>✗</td>
<td>✔️</td>
<td>1,2</td>
<td>2048</td>
</tr>
<tr>
<td>MRP</td>
<td>Seen</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>1,2,3,4</td>
<td>5320</td>
</tr>
<tr>
<td></td>
<td>Unseen</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✔️</td>
<td>1,2,3,4</td>
<td>4296</td>
</tr>
</tbody>
</table>

**A.2 Action Attribute Definitions and Relationships**

Tables 6, 7 and 8 list the action attributes defined in our paper for the MSR Action 3D, the UTA Action 3D, and the MSR Action Pairs datasets respectively. In each table, columns represent actions and rows represent action attributes. Active attributes are labeled with blue ticks for each action. The relationship graphs for the attributes are shown in Figures 8, 9 and 10.

Please note that when we implement the method of “group-lasso” for comparison, the grouping of action attributes is obtained in such a manner that attributes in each green rectangle are grouped together. All other attributes are considered as separate groups. For example, in Figure 8, “single arm motion” and “double arm motion” are considered as one group and “arm pendulum-like motion” is
considered as another groups.

Table 6: Attribute defined for MSR Action 3D Dataset. Each column is an action and each row is an attribute. There are in total 30 attributes defined for 20 actions. Blue ticks indicate presences of attributes in actions.

|------------------------------------|---------------|---------------------|------------|-------------------|------------|------------------|------------|-------------------|--------|----------|--------|----------------------|-----------------|------------------|---------------------|-------------|-------|-------------------|-------------------|----------------------|-----------------|------------------|-----------|----------|-----------|-----------|----------------|------------------|------------------|------------------|----------------|-----------------|-----------------|
Table 7: Attribute defined for UTA Action 3D Dataset. Each column is an action and each row is an attribute. There are in total 19 attributes defined for 10 actions.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>walk</th>
<th>sitDown</th>
<th>standUp</th>
<th>pickUp</th>
<th>carry</th>
<th>throw</th>
<th>pull</th>
<th>waveHands</th>
<th>clapHands</th>
</tr>
</thead>
<tbody>
<tr>
<td>arm pendulum-like motion</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arm-motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arm horizontal motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arm vertical motion</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand inward motion</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand outward motion</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arm in-front-of torso</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand above head</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand below torso</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>torso up-down motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>torso upward motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>torso downward motion</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>body transition</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>single-arm motion</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>double-arm motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>leg motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>full-body motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with object</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 8: Attribute defined for MSR Action Pairs Dataset. Each column is an action and each row is an attribute. There are in total 16 attributes defined for 12 (6 pairs of) actions.

<table>
<thead>
<tr>
<th>Action</th>
<th>Pick up box</th>
<th>put down box</th>
<th>lift up box</th>
<th>place down box</th>
<th>push chair</th>
<th>pull chair</th>
<th>wear hat</th>
<th>take off hat</th>
<th>put on backpack</th>
<th>take off</th>
<th>stick poster</th>
<th>remove poster</th>
</tr>
</thead>
<tbody>
<tr>
<td>reach out arm</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>draw back arm</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>hold object</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>hand below torso</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>hand above head</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>torso motion</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>bent</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>leg motion</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>body translate</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>horizontal motion</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>vertical motion</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>withdraw object</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>deposit object</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>object-size small</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>object-size medium</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>object-size large</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>
Figure 8: Semantic relationships among action attributes for the MSR Action 3D Dataset. Every attribute in the same rectangle is connected to each other. For clarity, we only show connections across different rectangles with solid lines. For example, action attribute “arm-motion” is connected to each attribute in the bottom rectangle consisting of “single arm motion” and “double arm motion”; “leg forward motion” is connected to “forward motion”.
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Figure 9: Semantic relationships among action attributes for the UTA Action 3D Dataset.

Figure 10: Semantic relationships among action attributes for the MSR Action Pairs Dataset.