Multi-Level Machine Learning-based Early Termination in VP9 Partition Search


Abstract

In VP9, a 64 × 64 superblock can be recursively decomposed all the way to blocks of size 4 × 4. The encoder performs the encoding process for each possible partitioning and the optimal one is selected by minimizing the rate and distortion cost. This scheme ensures the encoding quality, but also brings in large computational complexity and substantial CPU resources. In this paper, we propose a multi-level machine learning-based early termination scheme. One weighted Support Vector Machine classifier is trained for each block size. The binary classifiers are used to determine that provided a block, whether it is necessary to continue the search down to smaller blocks, or to perform the early termination and take the current block size as the final one. Moreover, the classifiers are trained with varying error-tolerance for different block sizes, i.e., a stricter error-tolerance is adopted for larger block size compared with the smaller ones to control the encoder performance drop. Extensive experimental results demonstrate that for HD and 4K videos, the proposed framework accomplishes remarkable speed-up (20-25%) with less than 0.03% performance drop measured in the Bjontegaard delta bit rate (BDBR) compared with current VP9 codebase.

Introduction

VP9, an open-source video codec released by Google [16], adopts a flexible quad-tree structure during encoding. For applications targeting at high performance video coding, an exhaustive search has to be performed in a recursive manner in order to find the optimal partitioning of an encoding unit. The encoder performs the encoding process for each possible partitioning and the optimal one is chosen by the rate and distortion (RD) cost, i.e., the partitioning that gives the least RD error is selected.

In VP9, superblocks with size 64 × 64 can be recursively decomposed all the way down to blocks of size 4 × 4. As shown in Fig. 1, blocks with size 2N × 2N (N = 32, 16, 8, 4) could either be the final encoding block (i.e., non-partition mode), or they can be further decomposed into smaller sub-blocks in three different modes (i.e., horizontal, vertical, and split). Each sub-block after ‘split’ mode could be further decomposed in a similar manner. The use of a broad range of the partition sizes in a quad-tree structure improves the coding efficiency, but on the other hand, increases the computational complexity and consumes substantial CPU resources.

To speed up the encoding process without sacrificing the final encoding performance, in current VP9 codebase, a thresholding-based strategy [1] is utilized by setting a combination of three termination criteria (i.e., SKIP flag, Rate_THRESHOLD, Distortion_THRESHOLD) to early terminate the partition search. These criteria are used to evaluate the partition node to see if the current partition size is good enough to be the final encoding unit, and if so, all its child nodes are not visited and the search is terminated for this branch. While this simple thresholding-based scheme provides a significant speed-up, it is still computationally expensive for the whole encoding process, especially for HD and 4K videos which are increasingly popular recently.

Numerous research has been done to reduce the heavy computational burden on encoder for HEVC based on fast coding unit (CU) decisions. In [5], the depth information of the neighboring and the co-located CUs are employed to accelerate the RD optimization in both the frame level and the CU level. A Bayesian decision rule framework was proposed in [9] for fast CU size decisions. Xiong et al. presented a pyramid motion divergence method to early skip the specific inter CUs [4]. In [10], a fast CU decision algorithm was proposed based on the spatio-temporal encoding parameters.

Recently, machine learning and data mining techniques have been applied to assist the encoder speed-up. Shen and Yu employed weighted support vector machines (SVM) [20] to perform CU early termination for HEVC [13]. In [17], three sets of decision trees obtained through data mining are built to avoid running the RD optimization algorithm to its full extent. Another machine learning-based fast CU depth decision framework for HEVC was proposed in [11] where the problem is modeled as a hierarchical binary classification problem. Zhu et al. constructed three-level binary classifiers to predict CU partition in HEVC in which a feature selection algorithm and a probability threshold determination scheme are incorporated [12]. Han et al. applied weighted SVMs to early terminate partition search in VP9 [2].

In this paper, we propose a multi-level machine learning-based early termination framework for VP9. The major contributions are: 1) Varying error-tolerance (measured in RD cost in-
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In this section, we present the multi-level machine learning-based early termination framework to avoid unnecessary trials during the partition search. The block partition is modeled as a binary classification problem which separates the partition modes from non-partition mode (as illustrated in Fig. 1). The early termination decision is made at every block size level with varying error-tolerance.

Fig. 2 provides the schematic pipeline for the proposed early termination scheme. It consists of two parts—the offline training phase and the online encoding phase. For each block size, a weighted SVM classifier is trained over the features extracted from the training videos, i.e., four HD clips. In order to maintain the RD performance when a misclassification occurs, error control (measured in RD cost increase in the validation dataset) is performed. During the online encoding process, the saved binary classifiers are then applied to determine whether it is necessary to early terminate the partition search of the evaluated block. Details are presented in the following subsections.

Feature Selection and Normalization

Adopting representative and relevant features is crucial for classification tasks, and in our case, to be able to accurately separate non-partition case from the partition modes. The same set of features are employed in the proposed framework as presented in [2] which are: 1) rate cost of the non-partition mode in the current block; 2) distortion cost of the non-partition mode in the current block; 3) magnitude of the motion vector of the non-partition mode in the current block; 4) the partitioning modes of the co-located block in the previous frame, the above block and the left block in the current frame; 5) the number of nonzero coefficients to encode the non-partition mode in the current block; 6) quantizer Q value of the current frame. These features are selected using a similar scheme as introduced in [13] based on F-score.

The extracted features need to be normalized per dimension before feeding to the classifier training due to the fact that the absolute values vary dramatically for each feature dimension. Since this normalization procedure needs to be performed for each evaluated block during the online encoding process, we adopt a simple yet effective normalization method (i.e., standardization) to minimize the calculation overhead.

We denote $x_i$ as the original feature vector of the $i$-th dimension. The normalized version $\bar{x}_i$ is calculated as $\bar{x}_i = (x_i - \mu_i) / \sigma_i$ where $\mu_i$ and $\sigma_i$ represent the mean and standard deviation of dimension $i$ in the training set. As observed in our experiments, compared with other sophisticated normalization strategies (e.g., softmax with sigmoid function), the classification performance is comparable. However, the standardization scheme has minimal calculation overhead and therefore, is more suitable for the fast encoding applications.

Classifier Training and Optimization

The early termination decision in each block size level is modeled as a binary classification problem, where a SVM classifier is applied. The key idea of SVM is to find an optimal classification hyper-plane with the maximum margin between the two classes [20]. During the training, blocks that require further partitioning (i.e., horizontal, vertical, split) are assigned with label −1 (negative samples), and label +1 for non-partition blocks (positive samples).

To maintain the RD performance when a misclassification occurs and to reduce the impact of outliers, RD loss due to miss-
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2VP9 is being updated regularly. In this paper, the comparison is performed with the codebase as of June. 15, 2016 which utilizes the thresholding-based early termination strategy [1]. In the ‘Experimental Results’ section, we evaluate the robustness of the proposed framework with the codebase update.
classification is introduced as weights in SVM training. Misclassifying non-partition blocks as partition blocks will not cause any RD cost increase since there is no early termination performed, but not vice versa. Moreover, misclassifying different negative samples brings in different RD cost increase. Therefore, we adopt the same weighting scheme as introduced in [2], i.e., unit weight for all positive samples and for negative samples, the weights are proportional to the ratio of the RD cost increase caused by misclassifying this block to the average RD cost increase in this video. This proportion is controlled by factor $\lambda$. In general, a larger cost is raised when misclassifying a negative sample under a larger $\lambda$.

The optimal $\lambda$ is then determined by measuring the RD cost increase utilizing a separate validation dataset. To be more specific, an error threshold $\theta$ (e.g., 0.1%) is first pre-defined which measures the ratio of the RD cost increase caused by the machine learning-based early termination to the best RD cost without any early termination scheme. This threshold controls the maximum performance degradation allowed. As observed, in general, larger speed-up resulted from early-termination is often accompanied by more RD cost increase. Therefore, we aim to generate a classifier that will maximize the time saved by early termination scheme while keeping the resulted RD cost increase under this pre-set threshold. In practice, the classifier is adjusted by tuning $\lambda$ aiming to maximize $\Delta T$ subject to the condition: $\Delta T \leq \theta$ ($\Delta T$ and $\Delta \theta$ measure the corresponding time saving and RD cost increase). This step is performed recursively as shown in Fig. 2.

**Multi-level Early Termination Scheme**

In the training phase, one classifier is trained for each block size $N \times N$ ($N = 64, 32, 16$ in our implementation). During the online encoding, provided an evaluated block, the corresponding offline trained SVM classifier is loaded, which predicts the class label. The label is then utilized to decide whether it is necessary to continue the search, or to perform the early termination and take the current block as the final encoding unit.

As shown in the previous subsection, the error threshold $\theta$ is crucial in controlling the trade-off between the encoder speed-up and the final encoding performance drop. In general, the larger the threshold is, the higher the speed-up gain, but we will also have a larger performance loss. If a global $\theta$ is adopted for the training of all three classifiers (denoted as uniform-setting machine learning-based early termination), as observed in the experiments, for some videos (e.g., video ‘sheriff’ in Fig. 3-left), the uniform setting outperforms the codebase. However, for some other video clips, the performance is not that satisfying (e.g., video ‘ped’ Fig. 3-right).

To address this issue, a multi-level error control scheme is proposed to control the quality loss and to maximize the speed-up from early-termination. $\theta$ is adjusted adaptively for each classifier. We place a stricter error-tolerance control for classifiers in higher level of the search tree (i.e., blocks with larger sizes), but keep a relatively looser control in the lower levels. The search process follows a pre-order depth-first traversal in which the parent node is evaluated before the child nodes. In other words, a $64 \times 64$ block has to be evaluated before possibly going down the tree to further evaluate blocks with smaller sizes. If a $64 \times 64$ block is misclassified to be a non-partition block but it actually should be further partitioned, it will cause more quality loss than misclassifying a $32 \times 32$ or $16 \times 16$ block. Therefore, to ensure the encoding quality and maximize the speed-up, we adopt the multi-level control scheme so that blocks with smaller sizes are ‘more encouraged’ to be early terminated. As demonstrated in Fig. 3, by performing error control in different levels, a better performance is gained for both videos (and for all the videos tested in our experiments). Multiple data points are reported in each curve which correspond to different choices of $\theta$. More details of the parameter selections are presented in the ‘Experimental Results’ section.

**Experimental Results**

In this section, the proposed multi-level machine learning-based early termination framework is evaluated with multiple videos in different resolutions. Experimental results demonstrate that the proposed method speeds up the encoding process significantly with negligible loss of encoding performance measured in BDBR.

**Implementation Details:**

LIBSVM [19] is employed to train the linear classifiers. As recommended in [2], 2-20 frames of four HD videos (i.e., old_town_cross_420_720p50, blue_sky_1080p25, city, crowd_run_1080p50) are utilized for training. These videos are encoded with multiple bit rates to cover the possible $Q$ values during real encoding. 21-100 frames of these videos serve as the validation dataset to find the optimal $\theta$.

To find the optimal set of error tolerance parameters for different block sizes, we conduct an experiment with a separate set.
of HD clips. For ease of notation, we label the selected \( \theta \) values as: \( A(0.01\%) \), \( B(0.02\%) \), \( C(0.03\%) \), \( D(0.04\%) \), \( E(0.05\%) \), \( F(0.1\%) \), and \( G(0.2\%) \). The notation ‘ABC’ indicates that a threshold of 0.01\% is adopted for 64 × 64 level while 0.02\% and 0.03\% for sizes 32 × 32 and 16 × 16, respectively. Different combinations are tested as shown in Fig. 4. In general, the encoding performance decreases as we target at a higher speed-up. Compared with the VP9 codebase, we manage to achieve 10\% speed-up with even better encoding performance. Moreover, the encoding performance loss is negligible (less than 0.03\%) when a 20\% speed-up is accomplished. To ensure the robustness of the trained classifiers, we adopt ‘AEF’ as our final setting.

**Table 1. Comparison of the proposed multi-level machine learning-based early termination scheme with the codebase measured in BDBR and corresponding speed-up.**

<table>
<thead>
<tr>
<th></th>
<th>midres</th>
<th>STDHD</th>
<th>HD</th>
<th>4k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed-up BDBR</td>
<td>10.71%</td>
<td>+0.027%</td>
<td>20.00%</td>
<td>24.57%</td>
</tr>
<tr>
<td></td>
<td>19.58%</td>
<td>+0.022%</td>
<td>+0.000%</td>
<td>-0.003%</td>
</tr>
</tbody>
</table>

**Table 2. Comparison of the proposed multi-level machine learning-based early termination scheme (trained over two different codebase) with the codebase in Aug. 1, 2016 measured in BDBR.**

<table>
<thead>
<tr>
<th></th>
<th>midres videos</th>
<th>HD videos</th>
<th>4k videos</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( C_1 )</td>
<td>( C_2 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+0.089%</td>
<td>+0.063%</td>
<td>+0.112%</td>
</tr>
<tr>
<td></td>
<td>+0.062%</td>
<td>+0.097%</td>
<td>+0.160%</td>
</tr>
</tbody>
</table>

**Quantitative Evaluation:**

In Table 1, we present the encoder time saving and BDBR for videos in multiple datasets compared with the codebase. Four datasets are evaluated: 1) ‘midres’—with 30 480p videos; 2) ‘STDHD’—standard HD set with 15 720p & 1080p videos; 3) ‘HD’—extended HD set with 41 720p & 1080p videos; 4) ‘4K’—with 15 4K videos. As observed, the classifiers trained from four HD videos achieve remarkable performance on videos in different resolutions, i.e., 10\%–25\% speed-up is accomplished with less than 0.03\% performance drop for all datasets. In general, better performance is obtained as the resolution gets higher. For the recent emerging 4K videos, compared with the codebase, we achieve better encoder performance while accomplishing around 25\% speed-up. The comparisons are performed with the same codebase between our previous work [2] and the one proposed in this paper. The experimental results indicate that, in order to achieve a similar speed-up for HD videos, our current framework substantially reduces the encoder performance loss from over 1.5\% to less than 0.03\% in BDBR.

**Robustness Evaluation:**

VP9 is the current generation video codec and is being improved and updated actively. It is infeasible to retrain a set of classifiers each time the codebase is updated. To investigate the robustness of the trained classifiers in adjusting the codebase update, the following experiment is conducted.

Compared with the codebase of June. 15, 2016, in Aug. 1, 2016, the encoder performance in the codebase gets improved significantly (i.e., –1.5\% in BDBR for midres videos; –2.0\% in BDBR for HD videos). The original set of classifiers trained via the codebase in June is denoted as \( C_1 \). We retrain the classifiers (represented as \( C_2 \)) based on the codebase in August utilizing the features re-extracted following the same pipeline (details can be found in the previous section). Table 2 provides the comparison over the August codebase for these two classifiers on ‘midres’, ‘HD’, and ‘4K’. The encoder performance is comparable measured in speed-up (not shown in this table) and BDBR which demonstrates the robustness of the trained classifiers in adaption to the codebase update.

**Conclusions**

In this paper, we have proposed a multi-level machine learning-based framework to early terminate the partition search in VP9. For HD and 4K videos, a 20\%–25\% speed-up is obtained with less than 0.03\% performance drop in BDBR. The trained classifiers are general enough to handle videos in various resolutions and are robust in handling the VP9 codebase update.
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\(^{(3)}\)Please note that Table 1 is based on comparisons with the codebase in June. 15, 2016. Table 2 is compared with codebase in Aug. 1, 2016.


