A person detection system includes a face detector configured to detect a face in an input video sequence, the face detector outputting a face keyframe to be stored if a face is detected; and a person detector configured to detect a person in the input video sequence if the face detector fails to detect a face, the person detector outputting a person keyframe to be stored, if a person is detected in the input video sequence.
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BACKGROUND

1. Technical Field
The present invention generally relates to occlusion detection in images, and more particularly to systems and methods to report whether a particular object in a scene is occluded or not by using a rule-based combination of a hierarchy of visual classifiers.

2. Description of the Related Art
Existing computer vision systems often handle occlusion as a source of noise, rather than a positive source of information. The reason is that occlusion often causes computer vision methods to fail. More specifically, methods like visual object detection, tracking, and recognition, are sensitive to occlusions.

Most available systems do not report whether an object in a scene is occluded or not. They are generally designed to perform visual tasks (like tracking, detection, and recognition) under the presence of occlusion (e.g., using techniques based on robust statistics or subspace learning).

In general, these methods cope only with partial occlusion, and not with full occlusion. For example, there are systems for face detection that use multiple classifiers for different facial features, like nose, mouth, etc. and then verify their spatial arrangement relationship (e.g., eyes are always above mouth) for detection. However, these methods cannot handle the case where the face is fully occluded by a helmet, for example. The idea of combining multiple classifiers has been used to enhance visual object detection and recognition (e.g., combining a skin-color classifier with an appearance-based classifier to improve face detection). However, these techniques can only detect or recognize objects in the scene, but do not have the capability of reporting whether they are occluded or not.

There has been very little attention in the literature to detect masked persons in surveillance systems. In one such instance, for mask detection technology for occluded face analysis in a surveillance system, Gabor filters and the spatial arrangement of facial features are employed to detect whether a face is occluded or not. However, this approach fails when the face is fully occluded, which is a major problem for surveillance systems.

SUMMARY

Automatically detecting whether an object in the scene is occluded or not is a fundamental operation for smart surveillance systems. As an example, a system can be imagined that can detect whether a human face is being occluded by a mask or not. This would be useful for bank access control or ATM machines, where access could be denied to masked people. Similarly, this technology could be used to detect whether a car has its license plate occluded or missing. Another application would be in the control of public safety in case of infectious diseases, where people are required to wear masks to enter a facility, for example. In this case, the system grants access to people with surgical masks.

Occlusion detection could also be applied for reducing the number of false negatives in surveillance systems that capture people in videos. These systems are often based on storing the face of the person for future search or recognition, but sometimes the face might be occluded because the person is looking down or even walking backwards or away from the camera (i.e., not facing the camera). In these situations, where face detection fails due to partial or full occlusion, the presence of the person (e.g., an image including the full body of the person) should be stored, so that no event is missed.

An occlusion detection system and method include a decomposer configured to decompose an image into a set of hierarchical parts. A hierarchy of classifiers is employed to detect features in the image and the hierarchical parts. A logical operation (rule-based) is configured to logically combine a classification result from at least two of the classifiers to detect an occlusion state of the image.

These and other features and advantages will become apparent from the following detailed description of illustrative embodiments thereof, which is to be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF DRAWINGS

The disclosure will provide details in the following description of preferred embodiments with reference to the following figures wherein:

FIG. 1 is a block diagram showing an occlusion detection system/method in accordance with one embodiment;

FIG. 2 is a block diagram showing a system/method with a rule-based combination of classifiers for detecting human face occlusion in accordance with another embodiment;

FIG. 3 is a diagram showing a secure entry point which is responsive to an occlusion state of a person attempting access in accordance with one embodiment;

FIG. 4 is a block diagram showing a keyframe selection system/method in accordance with another embodiment, such that if a face is occluded, a person keyframe is generated;

FIG. 5 is a diagram showing a search based only on faces (face keyframes);

FIG. 6 is a diagram showing a search based on keyframe selection (face and person keyframes); and

FIG. 7 is a block diagram showing face/person tracking in accordance with another embodiment.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS

Present embodiments employ a rule-based combination of multiple classifiers for reporting whether an object is occluded or not in image sequences. In particular, the following principles demonstrate at least: a) A reliable face mask detection system that works even if the face is fully occluded. This method is based on the combination of a person and face classifiers. A similar idea could be applied for other tasks (such as detecting occluded or missing license plates). b) A keyframe selection technique for people captured in surveillance systems that output a face keyframe in case the face is visible, and a person keyframe in case the face is not visible.

Embodiments of the present invention can take the form of an entirely hardware embodiment, an entirely software embodiment or an embodiment including both hardware and software elements. In a preferred embodiment, the present invention is implemented in software, which includes but is not limited to firmware, resident software, microcode, etc.
Furthermore, the invention can take the form of a computer program product accessible from a computer-readable or computer-readable medium providing program code for use by or in connection with a computer or any instruction execution system. For the purposes of this description, a computer-readable or computer-readable medium can be any apparatus that may include, store, communicate, propagate, or transport the program for use by or in connection with the instruction execution system, apparatus, or device. The medium can be an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system (or apparatus or device) or a propagation medium. Examples of a computer-readable medium include a semiconductor or solid state memory, magnetic tape, a removable computer diskette, a random access memory (RAM), a read-only memory (ROM), a rigid magnetic disk and an optical disk. Current examples of optical disks include compact disk—read only memory (CD-ROM), compact disk—read/write (CD-R/W) and DVD.

A data processing system suitable for storing and/or executing program code may include at least one processor coupled directly or indirectly to memory elements through a system bus. The memory elements can include local memory employed during actual execution of the program code, bulk storage, and cache memories which provide temporary storage of at least some program code to reduce the number of times code is retrieved from bulk storage during execution. Input/output or I/O devices (including but not limited to keyboards, displays, pointing devices, etc.) may be coupled to the system either directly or through intervening I/O controllers.

Network adapters may also be coupled to the system to enable the data processing system to become coupled to other data processing systems or remote printers or storage devices through intervening private or public networks. Modems, cable modems and Ethernet cards are just a few of the currently available types of network adapters.

Referring now to the drawings in which like numerals represent the same or similar elements and initially to FIG. 1, a block/flow diagram is shown illustrating an occlusion detection system/method 10 for a rule-based combination of a hierarchy of classifiers to detect occluded objects in images in accordance with an exemplary embodiment. An object of interest 12 is decomposed into a hierarchical set of parts in block 14 (decomposer) and classifiers 16 for the different parts. For example, assume the object of interest is a human face. In this case, in addition to a classifier, a high level classifiers could include a full person classifier, and possibly low level classifiers for different facial features, like eyes, nose, and mouth.

Note that for each part, multiple classifiers 16 could be created. As an example, a person classifier could be composed of different classifiers for each pose (e.g., frontal and profile person classifiers). Finally, occlusion detection is reported by applying logical operators 18 (such as OR, AND, NOT) on the classifiers 16.

In one embodiment, rules are applied to different classifiers using logical operators (e.g., AND, OR, NOT, etc.) to detect occlusions under given circumstances.

Two applications will be employed hereinafter to further describe the present principles. These applications include face mask detection and people capture in surveillance videos.

Referring to FIG. 2, a block/flow diagram showing a mask detection application 100 will be employed to illustrate detecting whether a human face is occluded or not in accordance with one example. System 100 employs a rule-based combination of classifiers for detecting human face occlusion.

A combination of multiple classifiers 102, 104, 106, 108, 110 and 112 use logical operators 114, 115, 116 and 118 to report whether a person is present in a scene and to detect if a face is occluded. A person is detected if either a frontal person classifier 102 OR (114) a half-profile person-classifier 104 OR (114) a profile person classifier 106 reports a positive result.

Similarly, a face is detected if a frontal face classifier 108 OR (115) a half-profile face classifier 110 OR (115) a profile face classifier 112 reports a positive result. The system 100 reports a positive result (occlusion detection 120) if a person is detected AND (118) the face is NOT (116) detected. In other words, if the person is present in the scene, but the face detector fails, that means that the face is partially or fully occluded.

In accordance with one embodiment, a person detector may employ a foreground image region obtained by a background subtraction module based on statistical mixture modeling by known methods. Initially, a test of whether the foreground region satisfies size and aspect ratio constraints to be detected as a person may be performed. If these measurements are satisfied, we report the presence of a person for each view (frontal, half-profile, profile). An appearance-based person detection classifier 125 may be run to confirm the presence of the person in the scene. An appearance-based classifier 125 reports the presence or lack of presence of a person to confirm earlier results. Other face detection methods may be employed which may use the input of a background subtraction module and report the presence and location of faces or persons in the image.

Advantageously, an object detection method (for both face and person detectors) in accordance with the present principles interleaves multiple view-based detectors (frontal, half-profile, and profile) along the temporal domain in a video sequence. Previous methods only run the view-based classifiers in a single frame of the sequence. This slows down the system, since for each frame, the system needs to wait for three classifiers (frontal, half-profile, and profile) to complete their operation and then process the subsequent frame.

The present approach interleaves several classifiers along the frames of the video sequence. More specifically, in a first frame just the frontal classifier 102 (or 108) is run, then in the second frame the half-profile classifier 104 (or 110), in the third frame the profile classifier 106 (or 112), then in the fourth frame the frontal classifier 102 (or 108) again and so forth. This achieves a much faster frame rate, with the same or better detection accuracy. Even if at a specific frame of the sequence, a person has a frontal pose and currently the profile detector is running, the person will not be missed, because in the subsequent frame the frontal detector will catch the person. This is possible due to the fact that cameras capture many frames per second (e.g., 30 frames per second). So it is not possible for a person to keep changing his view/pose at every fraction of a second, meaning that eventually one of the view-based classifiers will catch him. The classifiers are arranged in a rule-based configuration. For example, logical operators (114, 115, 116, 118, etc.) logically combine outputs from the classifiers.

Smart Doors/Real-Time Alerts: In case of an epidemic, e.g., an avian flu emergency, it would be important for a surveillance system to ensure that every person entering a facility is wearing a specific type of safety mask. If the employee is not wearing the prescribed mask, his badge should be de-activated in real-time and his access to the facility denied.

Referring to FIG. 3, an illustrative system 200 includes a smart door 202 for use in the case of an epidemic, e.g., an
avian flu emergency. If the system 200 detects that a person is wearing a mask (using our occlusion detection system/method described above), the door 202 automatically opens. e.g., using an electronic lock 212, since a computer 214 running the face mask detector can unlock the door via signals through a parallel port or the like. Door 202 may be a security door which may include one or more of an intercom 204, a card reader 208 (e.g., for badges), a biometric reader 210 (e.g., for iris scans, fingerprint scans, face scans, etc.) and the like.

In case the person is not wearing a mask, their badge is de-activated and a real-time alert is sent to a security guard 216 via the computer network 214. For this specific application, the person and face classifiers also consider the distance between the center of the image and the foreground region, as it is assumed that the person is positioned in front of a camera 206. If more than one person is present on the scene, only the one closest to the center is processed. Evidence is accumulated over the frames before reporting a decision if the person is wearing a mask or not. The smart door 202 could also be used to grant or deny access to people into banks or ATM machines. In this case, a real-time alert would be sent to a security guard 216 in case the person is wearing a mask.

Capturing people in video sequences is one component of smart surveillance systems. Most available systems use a face detector to store the face image (which may also be called a keyframe) of each person entering and leaving the field of view of the camera. A collection of face images can then be shown to the user during a search process or for face recognition either by the user or by a computer face recognition system.

Ideally, for every person entering or leaving the scene, a face keyframe is generated and stored in the database. However, due to false negatives in face detection, important events might be missed. Moreover, in one surveillance scenario, depending on the direction that the person is walking, only a back view of the person may be captured. In this case, the face is occluded and no keyframes are generated. This problem is addressed by using a keyframe selection technique based on occlusion analysis that combines a face classifier with a person classifier.

Referring to FIG. 4, a keyframe selection system/method 300 is illustratively shown where if a face is occluded, a person keyframe is generated. A video input 302 includes video of a person. The input video 302 may be processed to improve accuracy or provide better performance. In one embodiment, a background subtraction 304 may be performed to determine whether a person is present in a frame of scene. If a face is detected and tracked in an input video sequence 302, a face keyframe 310 is stored in a database 314. Otherwise, if a face detector 306 fails (meaning that the face is possibly occluded), a person keyframe 312 is generated (and stored in database 314, if a person is detected and tracked in the video by a person tracking device 308.

This keyframe selection method is a useful feature for the surveillance system 300. An interface 316 is provided which can perform searches based only on face keyframes (see FIG. 5) and a more sensitive search which includes both person and face keyframes (see FIG. 6). Searches based only on face keyframes are useful to rapidly recognize people in a surveillance video. The search based on face and person keyframes is useful to guarantee that no event was missed.

For each person that enters and leaves the scene, only one keyframe of the person’s face needs to be stored in the database 314. This is accomplished by tracking the person/face in the video sequence and just selecting the face/person image with maximum resolution that was detected by the face/person tracker 306/308. A priority is given to frontal person/faces, meaning that a frontal person/face keyframe would be selected even if a higher resolution profile person/face image was present along the tracking.

Referring to FIG. 5, a plurality of face images is shown. The face images include results of a search based only on faces. In FIG. 6, a plurality of face images and person images are shown for a more sensitive search which includes both person and face keyframes.

Referring again to FIG. 4, tracking the face and person along the video sequence is needed to store just a single keyframe of the person/face in the database 314. The same method is employed to track the full person and only his face along the video. A face tracker 306 will now be described, which is applied for person tracking (308) as well, without loss of generality.

Referring to FIG. 7, a face tracking method in accordance with the present principles is based on applying face detection in every frame of a video sequence. In block 402, a range of possible scales is selected by a user and image regions are filtered by background subtraction. In block 404, the face or person detector is applied using interleaving of view-based classifiers. Note that the classifiers are preferentially applied in the regions filtered by background subtraction and in the scenes selected by the user. In block 406, once a face (person) is detected, correlation-based tracking is started and a track window is updated in block 408. Note that the window can also be updated by the face (person) detector (404) to avoid drifting.

To keep tracking the face even when the face detector fails, the correlation-based tracker is employed. More specifically, when a face is detected, the correlation-based tracker is triggered. For the subsequent frame, if the face detection fails, tracking is updated with the track window given by the correlation-based tracker. Otherwise, if the face detector reports a window result with close position and size to the current tracking window, then this face detection window result is used to update tracking. This mechanism assists in avoiding drifting.

To improve the efficiency of our detector and permit real-time face tracking performance (25/30 Hz) in conventional desktop computers, the following may be applied. The detector is applied at specific scales provided by the user and at motion regions detected by background subtraction. This assists in limiting the amount of data that needs to be processed. The correlation-based tracking is performed in conjunction with the interleaved classifiers to permit faster frame rates.

Having described preferred embodiments of a system and method (which are intended to be illustrative and not limiting), it is noted that modifications and variations can be made by persons skilled in the art in light of the above teachings. It is therefore to be understood that changes may be made in the particular embodiments disclosed which are within the scope and spirit of the invention as outlined by the appended claims. Having thus described aspects of the invention, with the details and particularity required by the patent laws, what is claimed and desired protected by Letters Patent is set forth in the appended claims.

What is claimed is:

1. A person detection system, comprising:
   a face detector configured to detect a face in an input video sequence, the face detector outputting a face keyframe to be stored if a face is detected; and
   a person detector configured to detect a person in the input video sequence if the face detector fails to detect a face,
the person detector outputting a person keyframe to be stored, if a person is detected in the input video sequence.

2. The system as recited in claim 1, wherein the face detector includes a hierarchy of classifiers employed in a rule-based combination to detect features in the image.

3. The system as recited in claim 1, wherein the person detector includes a hierarchy of classifiers employed in a rule-based combination to detect features in the image.

4. The system as recited in claim 1, further comprising a user interface configured to search based on keyframe selection that outputs face keyframes if the faces are not occluded, and person keyframes, if the person is present and the face is occluded.

5. The system as recited in claim 1, wherein the face detector is configured to track a face in a video input using correlation-based tracking.

6. The system as recited in claim 5, wherein the face detector is configured to detect faces in the video using interleaving of multiple view-based classifiers.

7. The system as recited in claim 1, wherein the person detector is configured to track a person in a video input using correlation-based tracking.

8. The system as recited in claim 7, wherein the person detector is configured to detect a person in the video using interleaving of multiple view-based classifiers.

9. The system as recited in claim 1, wherein a face keyframe is an image that includes a face.

10. The system as recited in claim 1, wherein a person keyframe is an image that includes a person.

11. A method for person detection, comprising:
    detecting a face in an input video sequence using a processor and outputting a face keyframe to be stored if a face is detected; and
    detecting a person in the input video sequence if no face is detected and outputting a person keyframe to be stored if a person is detected in the input video sequence.

12. The method as recited in claim 11, wherein detecting a face includes applying a hierarchy of classifiers employed in a rule-based combination to detect features in the image.

13. The method as recited in claim 11, wherein detecting a person includes applying a hierarchy of classifiers employed in a rule-based combination to detect features in the image.

14. The method as recited in claim 11, further comprising searching based on keyframe selection to output face keyframes if the faces are not occluded, and person keyframes, if the person is present and the face is occluded.

15. The method as recited in claim 11, wherein detecting a face further includes tracking a face in a video input using correlation-based tracking.

16. The method as recited in claim 15, wherein detecting a face further includes detecting faces in the video using interleaving of multiple view-based classifiers.

17. The method as recited in claim 11, wherein detecting a person further includes tracking a person in a video input using correlation-based tracking.

18. The method as recited in claim 17, wherein detecting a person further includes detecting a person in the video using interleaving of multiple view-based classifiers.

19. The method as recited in claim 2, wherein the hierarchy of classifiers includes multiple view-based classifiers.

20. The method of claim 12, wherein the hierarchy of classifiers includes multiple view-based classifiers.